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*Resumo* - A utilização de técnicas de aprendizado de máquina tem se expandido largamente nos últimos anos, contribuindo consistentemente para a evolução dos modelos de predição em diversos setores de aplicação. Entretanto, aplicações no universo dos esportes ainda são incipientes. Este artigo propõe a  criação de um modelo para predição de pontuação de jogadores de futebol no fantasy game Cartola FC, utilizando-se a base de dados histórica disponibilizada pelo próprio aplicativo. Utilizou-se os algoritmos extreme gradient boosting (EGB) e random forest (RF) para a predição da equipe ótima - com maior número de pontos no final da rodada - com base na pontuação dos jogadores da rodada passada. Ainda, utilizando-se uma técnica de aprendizado não supervisionado, k-means, foi proposta uma divisão dos jogadores em grupos de características semelhantes para aprimorar a acurácia do modelo. Os resultados preliminares demonstram que a utilização de dados fornecidos diretamente através da API não atingem resultados satisfatórios, por meio da utilização dos algoritmos propostos. Entretanto, a clusterização proposta pelo algoritmo k-means conseguiu elevar razoavelmente a pontuação da equipe sugerida pelo modelo. Apesar da imprevisibilidade do comportamento dos atletas, assim como dos resultados das partida, a proposição de um algoritmo para maximização do resultado da escalação de 11 jogadores e um técnico de futebol, reduz o erro de alocação para o jogador, encontrando resultados razoáveis em comparação com a média da população. A captação do comportamento dos jogadores foi fundamental para o aperfeiçoamento do modelo.
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# Introdução

O uso da tecnologia tem sido extremamente efetivo no auxílio à tomada de decisão nos mais variados setores da economia, levando, dentre outros aspectos, ao aumento da produtividade, à redução de custos operacionais, ao aumento na acurácia de previsões e à maior agilidade nas decisões seja no poder público, no setor privado, na academia ou nas organizações do terceiro setor.

Essa nova perspectiva tecnológica vem acompanhada de uma distinta dimensão de coleta e interpretação de dados, visto o crescimento acelerado de novos ambientes e fontes de aquisição: redes sociais, sensores, e-mails, transações bancárias, jogos eletrônicos, dentre outros, que acabam trazendo novas perspectivas de abordagem dos problemas [1]. Essa intensa concentração de dados traz consigo variabilidade, velocidade e volume [2], fazendo com que, neste âmbito, tecnologias como *crowd sourcing, machine learning* e *data mining*, por exemplo, surjam para minimizar riscos de análises e/ou auxiliar a extração de informações em *big data*.

Em jogos eletrônicos, esta tendência não é diferente. Além de apoiar o desenvolvimento destes aplicativos por meio, por exemplo, do aprimoramento da inteligência artificial dos seus mais variados elementos [3,4,5], os algoritmos de aprendizado de máquina têm desempenhado papel importante na compreensão das melhores estratégias de jogo, aprimorando a experiência do jogador e os resultados obtidos em cada partida [6,7,8].

Tentando prever o vencedor de uma partida no *starcraft*, um jogo de estratégia em tempo real, autores propõem uma abordagem baseada em algoritmos de aprendizado de máquina baseada em dados de jogadores reais e computadores [9]. Em outro trabalho, autores combinam algoritmos de mineração de dados e aprendizado de máquina para identificar padrões em jogos 2D e treinar jogadores virtuais para a vitória [10].

Este artigo apresenta uma metodologia de aplicação e comparação de dois algoritmos de aprendizado de máquina, na sugestão de escalação do melhor time para a próxima rodada no *fantasy game* Cartola FC. Sendo assim, após esta introdução, o artigo apresenta o funcionamento do jogo em seu segundo capítulo, uma breve descrição dos algoritmos utilizados no capítulo 3, os objetivos no capitulo 4 e, no capítulo 5, toda a metodologia desenvolvida. Em seguida, o capítulo 6 discorre sobre os resultados obtidos pelo estudo e, ao fim, as conclusões são tecidas no último capítulo.

# 2. Apresentação do Cartola FC

O Cartola FC[[1]](#footnote-1) é um jogo virtual vinculado à emissora de televisão Rede Globo, e que simula para seus jogadores – denominados internamente de cartoleiros – a possibilidade de escalação de uma equipe de futebol a cada rodada da série A do Campeonato Brasileiro.

Sendo assim, o jogador cadastrado cria a sua própria equipe no início do Campeonato Brasileiro, escolhendo seu nome e vinculando-a à sua conta no site.

Para a primeira rodada, cada jogador começa com 100 cartoletas (unidade monetária do jogo), as quais são utilizadas para a aquisição de 11 jogadores e um técnico de futebol. Vale ressaltar que, apesar de ser um jogo fantasia, todos os atletas e técnicos passíveis de escalação são os mesmos que participam do Campeonato Brasileiro de Futebol.

Dando continuidade ao jogo, cada cartoleiro deve executar as seguintes tarefas antes de cada rodada do Campeonato Brasileiro:

1. Escolher a formação tática de sua equipe (3-5-2, 4-4-2, ...);
2. De acordo com a formação, indicar os atletas para ocupar cada posição de acordo com o orçamento disponível em sua carteira na rodada;

Uma vez definidas todas as equipes, os jogos de futebol reais do Campeonato Brasileiro ocorrem e, para cada jogador e técnico diversos indicadores de performance são contabilizados e armazenados em uma base de dados. Esses indicadores, denominados *scouts*, podem ser positivos ou negativos, definindo por meio de um sistema de pontos a performance de cada atleta na rodada. A pontuação no final da rodada pode ser positiva, pelo acúmulo de scouts como gols e assistências, ou negativa se o jogador fizer inúmeras faltas, por exemplo. Os *scouts* e suas respectivas pontuações são:

1. **Positivos (+):** roubada de bola (1,7); gol (8); assistência (5); jogo sem sofrer gol (5); falta sofrida (0,5); finalização para fora (0,7); finalização defendida (1); finalização na trave (3,5); defesa difícil (3), defesa de pênalti (7).
2. **Negativos (-):** gol contra (6); cartão vermelho (5); cartão amarelo (2); gol sofrido (5); pênalti perdido (3,5); falta cometida (0,5); impedimento (0,5); passe errado (0,3).

A partir da pontuação na rodada anterior, o jogador pode ficar mais caro ou mais barato para ser escalado na rodada subsequente. Ainda, o somatório da pontuação dos atletas escalados por cada jogar é que define a pontuação no jogo de cada equipe virtual a cada rodada.

Ao final das 38 rodadas do Campeonato Brasileiro, é vitoriosa a equipe que tiver o maior número de pontos segundo os critérios acima descritos. Na edição de 2017, o jogo contou com mais de 4 milhões de times escalados durante suas rodadas iniciais e o jogador vencedor totalizou 2.562,41 pontos ao final de todas as rodadas.

# 3. Aprendizado de Máquina Para Clusterização e Previsão

Atualmente, o volume de dados adquiridos e a agilidade com que as decisões precisam ser tomadas exigem soluções que validem estatisticamente o conhecimento gerado a partir desta coleta. Em diversas soluções de ciência dos dados, técnicas de mineração de dados e aprendizado de máquina são utilizadas previamente para organizar e categorizar previamente toda a heterogeneidade de dados coletada [11].

Neste âmbito, o algoritmo de clusterização não supervisionada denominado k-means é largamente utilizado devido sua simplicidade de aplicação. Este algoritmo baseia-se na determinação de um conjunto de centroides (k) em uma base contendo n pontos de dados em um espaço dimensional definido. Desta forma, o objetivo do algoritmo é minimizar a distância quadrática média entre cada ponto de dados e o centroide mais próximo [12]. Dentre suas aplicações, estes algoritmos podem agrupar imagens, vídeos ou documentos de texto, ajudando em diversos problemas científicos como detecção de padrões em desenvolvimento de patogênicos, comportamento de veículos no tráfego e análise de dados compra no varejo.

Outro campo de aplicação de técnicas de ciência de dados se dá na previsibilidade e análise de tendências futuras. Estes algoritmos são capazes de analisar padrões e gerar hipóteses a partir de série de dados históricas e, a partir do desenvolvimento de uma série de correlações, prever com acurácia considerável tendências futuras de comportamento [13].

Para a elaboração deste artigo, selecionou-se duas técnicas já consolidadas academicamente no desenvolvimento de previsões: *random forest* (RF) e *extreme gradient boosting* (EGB).

Os algoritmos de RF fundamentam-se na combinação de árvores de predição, onde cada árvore depende dos valores de um vetor selecionado aleatoriamente a partir do universo de dados em que está sendo trabalhado e com a mesma distribuição de todas as árvores da “floresta”. O erro destes modelos depende da intensidade de correlação individual entre cada árvore da floresta considerada, convergindo para um limite assim que o número de árvores se expande [14].

Por sua vez, EGB é uma derivação mais eficiente e escalável do *framework* de *gradient boosting* baseado em árvores de decisãoproposto por Friedman em 2001 [15]. Nestes algoritmos, o procedimento de aprendizado adapta constantemente novos modelos para estimar com maior precisão seus resultados. A principal ideia por trás desse algoritmo é construir novos *learners* de base par serem correlacionados ao máximo com o gradiente negativo da função de perda, associado a todo o conjunto. Estas funções de perda aplicadas podem ser arbitrárias, mas para dar uma melhor intuição, se a função de erro for a perda de erro quadrático clássica, o procedimento de aprendizagem resultaria em um erro análogo [16].

# 4. Objetivos

Este artigo possui como objetivo principal apresentar algoritmos para prever, por meio de análise de dados de pontuação dos jogadores nas rodadas passadas, a possível escalação ótima (que conseguirá o maior número de pontos) para a rodada vigente do jogo Cartola FC.

A metodologia, descrita em detalhes na seção 5 deste artigo, fundamenta-se na aquisição dos dados do jogo Cartola FC por meio de API fornecida oficialmente pelos desenvolvedores. Em seguida, dois algoritmos serão propostos para investigar a possibilidade de predição da escalação ótima do time: RF e EGB. Em ambos modelos de predição, os dados poderão ser previamente clusterizados pelo algoritmo *k-means* que através de métodos numéricos e partindo somente das informações das variáveis de cada caso, tem por objetivo agrupar automaticamente por aprendizado não supervisionado os *n* casos da base de dados em *k* grupos, geralmente disjuntos denominados clusters ou agrupamentos.

Sendo assim, em complemento ao objetivo principal de definir metodologia de previsão, os autores propõem as seguintes análises secundárias:

1. Comparação da acurácia e tempo de processamento dos resultados de previsão entre os algoritmos RF e EGB;
2. Comparação da acurácia e tempo de processamento dos resultados de previsão entre os algoritmos com e sem suporte do algoritmo de clusterização *k-means.*

# 5. Metodologia

## 5.1. Aquisição e Armazenamento dos Dados

Como descrito na Seção 2 deste artigo, o jogo Cartola FC conta com a participação de 20 equipes da série A do campeonato brasileiro, as quais disputam duas partidas entre si – uma em seu estádio e outra como visitante.

Sendo assim, anualmente, o jogo possui duração de 38 rodadas compostas por 10 partidas cada. Atualizadas para cada uma destas rodadas, os desenvolvedores da aplicação disponibilizam a API[[2]](#footnote-2) contendo todos os dados de caracterização da performance dos jogadores. A API vem em formato JSON, disponibilizando dados estruturados em quatro categorias:

1. **Atletas**: informações de cada um dos jogadores de futebol participando do campeonato, incluindo valor de contratação, número de jogos, foto, média de pontos, etc...
2. **Clubes**: informações de cada um dos 20 clubes da séria A do Campeonato Brasileiro, como nome, posição, foto do escudo, etc...
3. **Posições**: descrição das diferentes posições ocupadas pelos jogadores de futebol: goleiro, lateral, atacante, dentre outros.
4. **Status**: definições possíveis de status atual dos jogadores para a rodada como suspenso, contundido, provável escalação, etc...

A **Figura 1** ilustra a maneira com que os dados são organizados, assim como a distribuição de sua estrutura:
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**Figura 1 -** Estrutura dos dados fornecidos pela API do jogo CartolaFC. Visualização em JasonViewer[[3]](#footnote-3)

Utilizando-se da API, os dados são coletados a cada rodada em formato \*.csv e, por meio de um algoritmo escrito na linguagem R[[4]](#footnote-4) – CargaeTratamentoDados.R – os dados são atualizados em um arquivo único que contém informações de todo o decorrer do campeonato.

## 5.2 Algoritmos de Previsão

Os algoritmos foram implementados no software livre R-Studios. Primeiramente os dados foram pré-processados para eliminar registros de jogadores que não jogaram na partida. Inicialmente o arquivo continha 30763 registros (quantidade de jogadores convocados para cada jogo), após o pré-processamento restaram 10519 registros, portanto podemos falar que foram eliminados um 65.80 %.

Após o processamento dos dados utilizou-se um algoritmo *K-means* para agrupar os conjuntos de dados com valores semelhantes (neste caso de jogadores de futebol que tem o mesmo comportamento nos jogos, tipo avaliações nos jogos como roubada de bola; gol; assistência; jogo sem acontecer gol, etc.). A ideia é a seguinte, agrupando jogadores com comportamentos semelhantes, pode-se obter melhores resultados na hora de predizer a pontuação dos jogadores. Neste algoritmo em particular usou-se uma variante chamada *K-means ++,* descrevida por [17]. Esta nova variante utiliza *log k* para obter um agrupamento ótimo, além de executar o algoritmo *K-means* várias vezes e manter apenas o de melhor resultado. Depois de alguns testes obtiveram-se os melhores resultados com K=21, 22, 23 para as diferentes formações de jogo, 7 em total (343, 352, 433, 442, 451, 532, 541).

Após a fase de clusterização empregou-se dois algoritmos para obter as previsões do time com maior número de pontos. O primeiro algoritmo utilizado foi o Extreme Gradient Boosting (EGB), e para fazer as predições escolheu-se a função *xgboost* da livraria do mesmo nome. Os parâmetros escolhidos para essa função foram os seguintes: os dados de teste e os dados de treinamento do modelo; a taxa de aprendizagem foi configurada igual a 1 para obter um cálculo com rapidez da função; profundidade máxima da árvore = 500, para dar um limite na árvore e não ficar muita profunda). O outro algoritmo utilizado na predição do melhor time foi o Random Forest (RF), para este algoritmo escolheu-se a função *randomForest* da livraria do mesmo nome e os parâmetros escolhidos foram os seguintes: (falar alguma coisa dos parâmetros)

# 6. Resultados e Discussão

[Apresenta os resultados de comparação entre os modelos de previsão, assim como contrasta os modelos com e sem o uso do algoritmo de clusterização *k-means]*

# 7. Conclusões e Trabalhos Futuros

[Demonstrar principais conclusões e oportunidades de melhoria/novos testes em trabalhos futuros.

Como trabalhos futuros pode-se adicionar novos algoritmos de predição de resultados, como: *Support Vector Machine* (SVM), *Árvore C4.5* (Weka J48), Redes Neurais de Convolução, etc. para fazer uma análise mais profunda e concluir qual dos algoritmos trabalha melhor neste casso. Outra possibilidade poderia ser compilar os dados de temporadas brasileiras para avaliar também os jogadores em dependência do memento da temporada que estivessem. Por outro lado, poderia se cruzar os dados da API do Cartola FC com outros dados, tais como: dados climáticos das partidas (todos os jogadores não têm o mesmo desempenho em condições meteorológicas diferentes); notícias da web, para obter informação sobre eventos externos dos jogos, os quais envolvem informação sobre estados físicos dos jogadores, estados emocionais, atrasos de salários, etc.

Estes resultados poderiam ser utilizados não só no jogo Cartola FC, sim não também para ajudar na tomada de decisões dos treinadores de times de futebol profissionais.
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1. O jogo Cartola FC pode ser acessado em: http://globoesporte.globo.com/cartola-fc/ [↑](#footnote-ref-1)
2. API disponível gratuitamente em: <https://api.cartolafc.globo.com/atletas/mercado> [↑](#footnote-ref-2)
3. Visualização disponível em: http://jsonviewer.stack.hu [↑](#footnote-ref-3)
4. Todos os algoritmos desenvolvidos e citados durante este artigo estão disponíveis em: [↑](#footnote-ref-4)